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ABSTRACT

In this paper we present a novel integrated 3D editing en-
vironment that combines recent advantages in various fields
of computer graphics, such as shape modelling, video-based
Human Computer Interaction, force feedback and VR fine-
manipulation techniques. This integration allows us to cre-
ate a new compelling form of 3D object creation and ma-
nipulation preserving the metaphors designers, artists and
painters have accustomed to during their day to day prac-
tice. Our system comprises a novel augmented reality work-
bench and enables users to simultaneously perform natural
fine pose determination of the edited object with one hand
and model or paint the object with the other hand. The
hardware setup features a non-intrusive, video-based hand
tracking subsystem, see-through glasses and a 3D 6-degree
of freedom input device. The possibilities delivered by our
AR workbench enable us to implement traditional and re-
cent editing metaphors in an immersive and fully three-
dimensional environment, as well as to develop novel ap-
proaches to 3D object interaction.

Categories and Subject Descriptors

1.3.5 [Computational Geometry and Object Model-
ing]: Modeling packages; 1.3.6 [Methodology and Tech-
niques|: Interaction techniques; 1.4.8 [Scene Analysis]:
Tracking

Keywords
mesh-editing, human computer interaction, HCI, augmented
reality, AR

1. INTRODUCTION

An ever growing part of the creative design process in artistic
as well as in industrial applications involves digital media
aiding the designer. Recent advances in 3D data acquisition
and 3D shape interaction allow for efficient generation and
manipulation of detailed virtual representations of real-life
objects.
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In various fields of the entertainment, advertisement and
gaming industries, in artistic and leisure applications, the
user has to be able to modify pre-existing models or to cre-
ate new ones. In the automotive and manufacturing indus-
tries, manipulation methods must guarantee certain surface
properties in order to satisfy criteria posed by later stages
in the production process.

In contrast to this, in the fields mentioned above the most
important deciding factors are intuitivity, flexibility, effi-
ciency, and ease of use. These eventually determine the
acceptance by the user community, the productivity of the
design process and thus, the success or failure of a method.
This means that interaction metaphors closely resembling
traditional real-world 3D human-object interaction has in-
herently a higher chance of adoption.

This observation motivated us to build an augmented re-
ality workbench that makes it possible to experiment with
novel methods for two-handed, truly three-dimensional ob-
ject modelling and manipulation. With our setup we aim to
support interactions that use the following metaphor: The
user holds the virtual manipulandum in one hand, determin-
ing its pose, while the other hand is used to synchronously
manipulate the object. We have chosen this type of interac-
tion because it is a well understood process from day to day
experience. Moreover, using one’s hand is the natural way
for pose determination, rather than using a stick, a rod or
a space-mouse. The presence of the manipulation tool en-
ables haptic rendering, which adds one more level of realism
to the interaction.

Our workbench is based on the following main components:

e vision based hand tracking, to enable the pose de-
termination of the manipulated object. Using a visual
interface rather than a dataglove based method make
the setup cost-effective as well as much more immer-
sive.

e mesh-editing algorithm, that allows for simultane-
ous pose determination and mesh manipulation, over-
coming limitations of previous approaches.

e shutter glasses, to provide 3D visualization.

e PHANToM device[32], to simulate the work-tool.



2. PREVIOUS WORK

In this section we review already existing results in areas
which form the basis of our integration: workbenches, vision-
based hand tracking and mesh editing.

AR/VR workbenches

Various workbenches have been developed since the begin-
ning of the last decade ([30] [14] [27] [28] [8] [16] [24]). In con-
trast to other virtual/augmented environments, like CAVESs
or Display Walls, workbenches are table-like 3D output de-
vices. The use of shutter or polarized glasses combined with
stereo projection provides the user with the illusion of see-
ing virtual 3D objects on the table. Generally, workbenches
have a head-tracking subsystem and the user is allowed to
walk around the table and examine the virtual objects from
different viewpoints. The objects can be moved by the user
with the help of various interaction tools like gloves, space-
mice or sticks [14] [16].

The first workbenches have been enhanced in various ways.
As the use of different tracking methods can be relatively
tethering to the user and also requires tedious calibration
methods, research has been conducted to provide visual,
non-intrusive means instead of the electromechanical and
ultrasonic methods. Several replacements have been devel-
oped which were able to realize point-and-select interfaces in
real-time with or without the need for active or structured
lighting [30] [8] [14] [24].

Considerable research has been done to examine the effi-
ciency of the different interaction methods [22] [29] and de-
velop new ones (e.g. virtual buttons) [8] [27]. Also, the qual-
ity of multi-user collaboration has been addressed [1].

Visual hand tracking

The first serious attempt to recognize hand postures was the
system of Regh et al. [19]. They registered a 27-DOF 3D
kinematic hand model with images from multiple cameras
based on point- and edge-like features. Unfortunately, their
system was not able to correctly handle self occlusions.

In an ”analysis by synthesis” approach, Ouhaddi and Horain
[18] tried to maximize the overlapping of a projected hand
model area with the area of the detected hand using the
downhill simplex algorithm. Their hand tracker was not
real-time and was able to track only limited DOFs.

Rosales et al. [20] developed a new stochastic learning scheme
(SMA) to learn the mapping function from Hu moments of
hand images to hand states. The learning data was captured
with a dataglove. The results of the method vary from cor-
rect to bad posture reconstruction. An advantage of the
method is its ability to compute the uncertainty of the joint
angle estimations.

Wu et al. [31] also used a dataglove to capture hand move-
ment and used PCA to reduce the hand state space from 20
to 7 dimensions. In this 7 dimensional space 28 basis con-
figurations were selected. The authors claimed that human
hand movements are on linear manifolds spanned between
these basis configurations. The results they present seem
accurate, however, no timing is given and the tracked move-
ment is rather constrained. Moreover, in [26] it was disputed
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that the manifolds connecting selected basis configurations
are not sufficient to represent all possible hand articulations.

Shimada et al. [17] has built a database of more than 16000
possible hand postures (silhouette contours). The authors
developed a contour matching algorithm to search the data-
base in every frame. To achieve real-time performance, the
system has been implemented on a 6-PC cluster. Neverthe-
less, the performance of their tracker is not satisfactorily.

Stenger et al. [25] built a 3D hand model from quadrics.
Using projective geometry, they were able to project the
contours of the hand model into the images from calibrated
cameras. A candidate hand posture was accepted when
enough edge pixels were detected along the projected con-
tours. The tracker also utilized an Unscented Kalman Fil-
ter. Unfortunately, the system, aiming at tracking a full 27
degrees of freedom, is not apt for real-time applications.

Mesh editing

The classical free-form deformation techniques, based on
Barr’s approach on regular deformation of solids [4], that
were later extended in [23, 9, 10, 11] and others, already
lead to powerful modelling methods. They share the big
advantage that the complexity of the editing operation is
independent of the complexity of the deformed object. Nev-
ertheless, by editing the object through control point manip-
ulation, even conceptually simple operations might require
much expertise and be time-intensive.

Addressing the limited intuitivity and flexibility of the above
methods, various approaches have implemented click-and-
drag-like editing operations.

Focussing on meshes with subdivision connectivity, Zorin et
al. [33] introduced multiresolution mesh editing, later ex-
tended to arbitrary meshes in [13]. The idea of multiresolu-
tion editing is to use different levels of detail of the object to
perform edits on different scales: Detail edits are performed
on finer meshes and large scale edits on coarser meshes rep-
resenting the same object. The one-ring of the edited vertex
defines the region of influence of the edit. Saving the finer
meshes as details with respect to the coarser meshes provides
for detail preservation during large scale edits.

In the same line of thought, in [7], the multiresolution rep-
resentation of the object is used to separate details from the
underlying base surface. Thereby, details can be cut from
one surface and pasted to another.

Although triangle meshes are still the key 3D object repre-
sentation in Computer Graphics due to their extensive hard-
ware support, the manipulation of unstructured point data
gained more and more research attention in recent years.
Approaches by Zwicker et al. and Pauly et al. generalize
standard 2D image editing techniques to 3D, reconstructing
well-known image editing tools transferring multiresolution
results to the case of point-sampled geometry. In extension
of ideas presented at [12], later enhanced in [6], shapes are
modified by defining a so-called zero-region and a one-region.
The one-region undergoes the full user-defined translation or
rotation rigidly, whereas the zero-region remains fixed and
a predefined blending function is used to create a smooth
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Figure 1: The figure shows the side and top view
of our Mesh Editing Workbench. ‘A’ - monitor, ‘B’
- semipermeable mirror, ‘C’ - virtual object, ‘D’ -
virtual tool, ‘E’ - PHANToM, ‘F’ - shutter glasses,
‘G’ - cameras

transition between the two regions.

The above editing metaphors all expect the user first to
determine the pose of the object; the transformation is per-
formed afterwards with a fixed object. This is partly due
to the fact that, at common PC workstations, the mouse is
a primary input device, providing only part of the degrees
of freedom that would be desirable in a 3D-editing context.
Even in [15] where a two-handed editing interface is pro-
posed using two 6-DOF-Trackers, pose determination and
transformation are performed consecutively.

This poses a severe limitation to the flexibility of the edit-
ing metaphor and considerably increases training times for
artists used to work with real life objects and modelling
or painting tools. As an example consider the painting of
a china (porcelain) vase. This sophisticated operation re-
quires the synchronous pose determination and painting, an
option that is also vital for editing operations that require
the specification of arbitrary rotations or bending part of an
object around another object.

3. SYSTEM SETUP

Figs. 1 and 2 show the assembly of the Mesh Editing Work-
bench (MEW). The system consists of a monitor (‘A’ in
Fig. 1) mounted above the user’s head. The user sees the
screen of the monitor in a semipermeable mirror (‘B’) fas-
tened above her workspace. Stereo rendering in combination
with shutter glasses (‘F’) creates the illusion that the virtual
object the user wants to interact with (‘C’) is placed below
the mirror along with the virtual manipulation tool (‘D’).
However, as the mirror is semipermeable she also sees her
own hands.

The object (the edited mesh) is modified by the virtual tool,
which is operated by the user’s right hand. The virtual tool
is implemented with the help of a PHANToM device. This
has two advantages: on the one hand, the 6 DOF of the tool
are precisely measured by the hardware, on the other hand
this adds force-feedback to the MEW, which substantially
contributes to the immersiveness of the interaction.

During the editing process the user is able to grab or re-
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lease the object and actively determine its pose with her
left hand. This functionality will be implemented with the
help of the visual hand tracking system (see Section 4). The
input data for the tracker is provided by calibrated cameras
(’G’) mounted around the workspace (two cameras in the
current setup).

Figure 2: The MEW. Top: Total. Middle: Edit ses-
sion from behind. Bottom: A possible augmented
workspace with a virtual object (simulation).

The MEW makes it possible to implement and experiment
with realistic and intuitive two-handed interaction schemes.
The separation of the user’s hands into a manipulating and
a poser hand has also the gratis advantage that a simpler



visual tracker should suffice, as there is no self occlusion
between the two hands.

4. HAND TRACKING

The performance and the DOF of the hand tracking sub-
system decide between success or failure of the MEW. The
provided DOF (number and positions) should be adequate
to drive the mesh-editing algorithm. Our current manipu-
lation method requires 7 inputs: position, orientation and a
grab/no-grab information (see Section 5 for more details).
On one hand, this poses a greater challenge than a sim-
ple point-and-grab interface. On the other hand it is also
substantially simpler than building a full 27 DOF dataglove
replacement.

Our idea is to implement a database-based algorithm. These
methods have been several times proposed to solve the prob-
lem of full DOF hand tracking [20], [17] or [3]. The basic idea
behind these methods is to fill a database with a huge num-
ber of hand-postures by rendering a hand model from a large
amount of possible viewpoints.! In each database record,
the hand-state vector (joint angles) along with the relative
rotation to the camera (view-position) is stored. Then, to
retrieve the state and relative rotation to the camera of a real
hand in an image, one can use appropriate visual features to
index the database. The result can generally be refined lo-
cally using analysis-by-synthesis methods, however this can
be time-consuming.

Although computationally very expensive, we can still ex-
ploit these methods because in our context (with the the
limited number of states - grab, no grab, see fig. 3) we don’t
need the full spectrum delivered by the data base. This dras-
tic reduction of complexity results in a considerable speed-
up of the retrieval and a greater robustness of the whole
process.

A drawback, however, is that these methods usually assume
that the hand is in front of the camera. This means that only
rotations relative to the camera are computed. Obviously,
this is not enough for us, as we need the full pose including
the relative translation of the hand from the camera. A
straightforward solution is to sample also the translations of
the hand in the workspace.

5. MESH EDITING

The integrated AR workbench described above enables users
to simultaneously determine pose and specify object manip-
ulations. As an application, we describe an editing approach
that exploits this.

Overview over the editing algorithm

In our environment an editing operation will be structured
as follows:

The first step of the algorithm is to separate the object into
three disjoint regions: The handle, the deformed area, and
the fized region. These regions can either be defined explic-
itly by drawing its borders onto the object or by selecting the
handle and adjusting a scalar influence parameter, defined

1Usually, a sphere around the hand-model is sampled to
generate these viewpoints.
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as a function of the distance to the handle. If not defined ex-
plicitly, the fixed area consists of all vertices whose influence
parameter is zero.

Then a transformation for the handle is specified by grab-

bing and dragging the handle with an optional twist around

the surface normal. This is performed using the PHAN-

ToM[32] device, that allows to simultaneously define these

6DOF. The algorithm then computes the corresponding affine
transformation matrix.

The specific layout of the editing operation can then be ma-
nipulated using a so-called shape function (see fig. 4). This
1d function determines the influence of the transformation
on vertices depending on their distance to the handle / han-
dle border. Depending on the shape function, the transfor-
mation is then propagated to the vertices in the deformed
region.

AN

Figure 4: Different shape function settings applied
to the same editing operation.

For clarity, we first show how our editing paradigm works on
a fixed object and then describe how the synchronous pose
determination can be incorporated into the editing method
and how it can be used to overcome limitations of previous
approaches.

Manipulating a Fixed Object

An atomic editing operation consists of a user defined selec-
tion and dragging of a handle (consisting of one vertex or a
more complex, rigid part of the object), i.e. a mapping

(Po,no) — (p1,m1),

where np and n; denote the surface normals at po and p1
resp. (see fig. 5), whose (signed) length encodes the angle
of the optional twist around the surface normal. Following
[21], this mapping defines a unique minimal screw motion
T, that is composed of a translation by a vector d and a
rotation R around the axis defined by d.? All vertices in
the handle region undergo the same transformation 7. For
the vertices in the deformed region the transformation has
to be determined. As in [6], we define this transformation
for an arbitrary point p as

p— (@0 T)p. (1)

Here, « is the influence parameter depending on the shape
function and on the distance of p to the handle. ® denotes
the scalar multiple of affine transformations, that for rota-
tions is easily understood as rotating around « times the

?Please note that for this combination of transformations
where the rotation axis is parallel to the translation, the
corresponding transformation matrices D and R commute.



Figure 3: The two gestures we want to use for ‘grab’ (top row) and ‘release’ (bottom row). The last four
images of the rows show sample images from the generated gesture database.

original angle and for translations is simply a translation by
« times the original translation. This way, the mapping in
eqn. (1) leads to a smooth, detail preserving transformation
of the deformed region, but can also be used to introduce
sharp corners, if desired, as was shown in [5]. See fig. 6 for
an exemplary editing operation.

P "
\

ng
Po

Figure 5: The six degrees of freedom of a screw
motion.

Synchronous Pose Determination

The editing algorithm so far describes a useful tool if the
model to be manipulated is fixed; in this case, the transfor-
mation is dependent on starting and ending pose only. In
case of a synchronous pose determination the path of the
rigid transformation of the object to be manipulated has
also to be accounted for. As an example, one can think
of painting a circle on a sphere. Here, starting and end-
ing pose may coincide, yet the transformation is not the
identity. Therefore, we track the path of both, the pose de-
termination performed with the video tracked hand and the
manipulation performed with the 6 DOF input device, over
time.

Let Tpose(7) and Thnanip(7) be the transformations defined by
the two inputs for a time step ¢, 2 = 1,...,k. At each time
step, these form a combined transformation

T; = [0 © Tmanip (1)] © Tpose(7),
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where @ denotes the commutative addition of transforma-
tions as defined in [2].> Then we have an overall path de-
pendent transformation of

p—T%---Thp.

Please note, that whereas T; depends on «, and therefore on
the vertex p itself, the transformations Tanip (¢) and Tpose(7)
are each constant over the mesh, thereby allowing efficient
evaluation.

6. CONCLUSIONS

In this paper we have presented the concept of a novel
augmented reality workbench, the MEW. The MEW com-
bines an intuitive two-handed editing paradigm with a three-
dimensional interaction environment. The system features
force-feedback object manipulation as well as hand-tracked
pose determination.

The main feature of our work is that by allowing synchronous
pose determination and object manipulation, we can repro-
duce interaction with virtual objects using metaphors artists
and designers are accustomed to.

In our current system, hand tracking is still realized by a
dataglove subsystem. Therefore, our most important cur-
rent field of research is the full integration of the video-based
hand tracking and the further enhancement of the robust-
ness of the data base retrieval.

In future applications we will include additional function-
ality for the posing hands, such as virtual button palettes,
etc. Further research is also required to robustly detect more
than seven degrees of freedom of the posing hand using the

3This commutative addition can be thought of as applying
both transformations at the same time rather than one after
the other. This is achieved, in principle, by applying small
parts of the respective transformation interchanged. See [2]
for details.



Figure 6: Creating a teapot from a primitive (left) with just a few editing operations. The arrows indicate

the modification applied to the handles.

video data from the attached cameras without the need of
additional markers.

So far, our implementation is purely vertex-based, the user
can only choose vertices as handles and anchors. It would be
desirable to allow for arbitrary points on the object surface
to be picked.
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